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ABSTRACT
In this paperwe describe variouswork-in-progress efforts to explore
human–AI collaboration in creative domains, with a specific focus
on the iterative and exploratory early conceptual phases of creative
work. We document a series of AI models and interactive systems
encapsulating them that serve to explore the state-of-the-art in that
area.
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1 INTRODUCTION
For AI to be a useful partner in innovation, it must be built from
the ground up to collaborate creatively, requiring interdisciplinary
knowledge across machine learning, cognitive science, and design.
That means thinking about how we can actively and iteratively
work *with* generative AI, not just how we can ask them to work
*for* us. At the Designing with AI Lab (DWAIL) of the University
of Sydney, our approach is motivated by the cognitive science of
design. Real-world design problems — whether they’re in health,
tech, or engineering — are by definition ill-formed, complex, and
underspecified. Problem-framing and problem-solving are required
concurrently. But in that regard, the majority of current generative
AI systems have a fatal flaw: they assume words always mean the
same thing. Take OpenAI’s CLIP [16], which relates the semantic
content of a text prompt to the semantic content of an image. For all
its amazing capability, at its heart is an objective semantic mapping
— the assumption that each user always means the same thing
with each word. As designers, artists, and HCI researchers, this
community knows that this is not only inaccurate, but potentially
damaging to groups and causes underrepresented by the majority
of the data.

When it comes to AI augmentation of real-world design, the
co-evolutionary and constructive processes of creative thinking are
incompatible with such a semantically stagnant system. Techniques
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are emerging that allow users to guide and modify word meanings
in image-generating AI, but it’s early days still, and applications
of those techniques to creative contexts are still being developed.
At DWAIL, our hypothesis is that systems which model and adapt
to their users’ unique perspectives — cultural, professional, and
personal — will not only be more effective co-creative partners,
but also be useful for a much more diverse range of users. In this
position paper we discuss a variety of work-in-progress experi-
ments being conducted in our lab to explore this more constructive,
co-creative, and conceptual way of machine-assisted making.

2 REFRAMER: REAL-TIME COLLABORATIVE
SKETCHINGWITH AI

We have developed an interactive system (Figure 1) called Reframer
that supports real-time collaborative sketching with an AI drawing
model [13]. As a web application, Reframer is designed to work
well on a digital graphics tablet with a stylus, such as the Wa-
com Cintiq 16". It is based on an adapted version of the CICADA
human-AI drawing agent [7], and enables users to interact with
a prompt-guided optimization process based on the CLIP neural
network. CICADA’s optimizer utilizes a differentiable rendering
engine searching a space of possible Bézier curves that make up a
sketch [4]. With the CICADA model directly embedded in the Re-
framer drawing interface, users can modify the sketch (and prompt),
and the system will immediately incorporate their changes as it
converges1. Reframer supports a wide range of interactions, with
users able to control visual aspects such as style, transformation
and the history, as well as facets of the AI model like the learning
rate, stroke penalization, and pruning [8]. Observing a design trade-
off between emergent system behavior (i.e. more system agency)
and direct user control (i.e. less system agency), we developed a
feature allowing users to “focus” the optimization by providing
sub-prompts that apply within specified regions of the sketch [13].
These regions can be moved, altered, or expanded as the user’s
design intent evolves within the emergent creative dialogue.

Our latest additions to Reframer are exploring a “machine-led”
mode for getting the user “unstuck” from creative blocks. Our goal
here is to allow the user to choose how to continue their sketch
from among a set of labeled options. We hope to conduct experi-
ments into how and why users engage with a more machine-led
rather than real-time collaborative system, as well as how the use of
those different modalities affects their experience. By incorporating
Quality-Diversity algorithms [15] with the CICADA backend, users
are able to create a sketch with a prompt such as "a dog", but then
specify qualities they want the provided options to be diverse in.
The diversity-promoting algorithm will then produce a set of con-
tinuations of the drawing that are diverse in those qualities, such
1A video demonstrating this seamless interaction with Reframer can be found at
https://vimeo.com/760319552.
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Figure 1: Revised version of Reframer with “Focus regions.”
The user sketch is of "A cat on top of a church building with
a cross on it."

as a set of dogs that are varyingly "fluffy" and varyingly "friendly".
This means users could find alternative representations for a sketch
that may subvert their expectations and help them refine their de-
sign goals. These sketches can take significant time to generate, so
options are presented as they become available. Users can select
one at any time and return to drawing "with" the AI in the original
Reframer co-drawing modality. This will be explored in an upcom-
ing user study in which participants can trial the diversity interface
hands-on in response to a realistic design challenge.

3 CO-CREATIVE DRAWING SYSTEMS FOR
DIGITAL ILLUSTRATION

Seeking to explore how Reframer was used by more-professional
illustrators and visual designers, we conducted two ethnographic
studies. The first was autoethnographic, with a researcher who was
a competent visual designer exploring and documenting his use of
Reframer in a series of digital painting tasks. In a follow-up study,
we extended the same principles to an ethnographic study of visual
designers.

The main finding of the exploratory autoethnographic study
was the idea that Reframer – with its concurrent and simultaneous
human and machine inputs – forced a process of near-continual
daptation. This adaptation was at times both positively stimulating
and negatively restrictive of creative self-efficacy. When “it worked”
it paved the way for a feeling of“collaborativeness” between the
researcher and Reframer. When the addition or modification of
drawing elements was successfully negotiated between the two
parties, there was a sense that the human could understand Re-
framer’s intention and quickly incorporate its changes into the
emerging work. In our autoethnographic study there were several
occasions where the researcher felt creatively influenced by Re-
framer’s interjections, attributing them more to the system than to
themselves. There were also plenty of occasions where Reframer’s
intractability or incomprehensibility were perceived as impeding
progress.

Based on the results of the autoethnographic study, 7 practicing
visual designers were recruited for a follow-up study, where they
performed familiarisation tasks then a series of digital painting like

a photograph of a robot in a apartment 
flat, night lighting, highly detailed.

Figure 2: HRI design exploration (from [6]): selected image
generations (highlighted with yellow frame) led the design-
ers speculate about pervasive embodied AI that has minimal
anthropomorphic features and blends withmundane objects.

activities with Reframer. Our analysis showed that these designers
discovered serendipitous moments where the drawings made them
feel oddly satisfied or inspired, often by abstract ideas within Re-
framer’s sketches like form components or colour combinations.
However, the users felt the system as a whole was not as capable
as other drawing platforms like Illustrator due to missing features.
Probing further into this, users did feel that a tool like Reframer
could be useful in the early concept-generation stage, if it were
easy to export Reframer sketches as “templates” into a tool like
Illustrator for the addition of more serious detail.

4 APPLICATIONS IN SPECULATIVE DESIGN
FOR HUMAN-ROBOT INTERACTION

We have also explored applying generative AI to the domain of
Human-Robot Interaction (HRI) design [6]. HRI is particularly
prone to the universally recognised phenomenon of design fixa-
tion [11] due to collective imaginations of what a robot should look
like or behave [1]. We wanted to first see whether “off-the-shelf”
generative text-to-image models could help HRI designers break
through this fixation. In collaboration with design researchers from
TU Delft [6], we conducted a four-week-long exploration in which
we used StableDiffusion and DALL-E to ideate and visualise robotic
artifacts and robot sociotechnical imaginaries (see Fig. 2). Following
a first-person research approach, we shared our image generations
along with textual annotations about our designerly intentions and
reflections on a weekly basis in the form of digital postcards. Our
analysis revealed the potential of generative AI to imagine novel
robot concepts and surface existing assumptions. However, our
exploration also revealed the shortcomings of current AI systems
that follow a non-dialogic interaction paradigm, meaning that often
many attempts were required for a desired outcome. Furthermore,
the role of the designer as curator and interpreter, along with col-
laborative efforts between the designers, proved crucial to reveal
the conceptual value of the generated images towards HRI design.
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Figure 3: A Linkograph representation of the sequence of de-
sign actions within a Reframer-and-human design sequence.
Each color represents action categories from a schema in-
cluding "Human draws", "Human interprets Reframer", and
so on.

We are in the process of exploring applying Reframer’s collabo-
rative drawing system to this HRI context, with the hope that it will
overcome the requirement for repetitive prompt engineering. We
look to Reframer as a means for the user of generative AI to adopt
direct design roles, rather than being a curator and interpreter of
AI content. In a current study at DWAIL, a first-person approach is
again being utilised. An individual researcher is working with Re-
framer to navigate a range of HRI domains and conceptualise new
robotic forms and interactions through annotated storyboards. Fol-
lowing this study, future work will see the introduction of multiple
human and AI agents into instances of these collaborations.

As co-design workshops are recognised for their benefits in im-
proving idea generation in service design (Steen et al., 2011), our
intention is to facilitate workshops involving both human stake-
holders and AI participants within domains of service robotics. First,
these workshops will involve pairs of designers working with an
instance of Reframer to similarly approach a HRI design problem
and produce storyboard representations of robotic interactions. We
will then scale to larger groups of human stakeholders and multiple
instances of Reframer collaborating in a design session with specific
HRI objectives. To visualise and analyse the states and progression
of these design sessions as a system of interlinked ‘design moves’,
we will use linkographs (Blom and Bogaers, 2018) as part of our
analysis process. Linkography tracks the sequence of actions within
a design process, and how those actions relate to earlier and later
actions as a design’s goals and structure emerge (see Figure 3 for
an early example). We will showcase this evolving participation of
both the human and AI agents in these sessions through categori-
cally coding ‘design moves’ by the degree of initiative that a human
or AI agent held over them in relation to any source of inspiration
from the system. This will serve as a framing for our qualitative
analysis, hopefully providing further insight into how collaborative
generative AI acts agentively alongside humans.

5 METAGENERATION: EXPERIMENTS IN
PROMPT EXPLORATION AND
DIVERSIFICATION

In the context of generative models that produce images from text,
we often encounter the creation process proposed as a one-off com-
mand by the user, after which the AI takes over. As our explorations
above have shown, this is very limiting, since the user has little to
no influence over the image, models sometimes "interpret" prompts

in unusual and unexpected ways, and in any case the use may not
yet know exactly what they want.

One way of beginning to address such limitations is through
systems that suggest modifications to the prompts used to guide
generation. We have proposed two algorithms for these kinds of
modifications [10]. In the first, a model takes the user-provided
prompt as input, and uses CLIP’s latent space [16] to find a set
of adjectives semantically aligned with the prompt. Then a search
algorithm selects the subset of words that are furthest apart in terms
of affect (meaning they “feel differently”) according to another
predictive model based on psychological studies of word affect.
The second proposed algorithm is intended for the case where a
user wants their current creation to exhibit certain qualities that
they have observed in another (’source’) image, but perhaps cannot
put into words. We compute the CLIP latents over a large set of
words, and suggest a subset to the user that align the most with
the source image while being unrelated to the current one. We can
then modify the prompt and generate a new image that exhibits
the desired quality. This (in preliminary qualitative comparisons)
outperforms the naïve approach of conditioning generation on both
images, which tends to incorporate shallow or irrelevant qualities
of the source. We have yet to incorporate these capabilities into
interactive systems or test them with real users, but both are in
progress.

An alternative approach to influence the results of a genera-
tive model, one that does not rely on the prompt, is to guide the
process with other kinds of information. An example we have
been experimenting with is affect scores, a psychometrically vali-
dated approach to cross-culturally assess people’s feelings about a
wide range of stimuli [14]. This is done by surveying people and
constructing a three dimensional model in terms of Valence (i.e.
positive/negative), Arousal (i.e. exciting/calm) and Dominance (i.e.
controlling/controlled) for a given set of words, phrases or images.
From this dataset we have trained a neural network that can predict
valence, arousal, and dominance from the latents of CLIP semantic
space [9], and use this network to guide generative processes. For
generation-by-optimisation methods such as VQGAN+CLIP [2] and
CLIPDraw [5], this guidance can be accomplished by penalising
how far our neural network’s prediction of the output image’s affect
is from a target proposed by the user. Examples of images high and
low on each of these three dimensions can be seen in Figure ??, all
generated by VQGAN+CLIP with the same prompt: “the sea”. We
trained a second neural network for predicting affect scores based
on BERT encodings [3] (a different semantic model) which can be
used to condition based on affect when generating images with
Stable Diffusion.

6 DISCUSSION
By combining methodologies across the epistemological spectrum,
from autoethnography, to thematic analysis of user interviews, to
quantitative survey-based user studies, research-through-design
prototyping, to in-silico algorithms research, we have been slowly
building up a picture of what this new generation of creative AI
systems can do. Through this process we’ve built a model of how
and when users interact with these systems in a mixed-initiative,
agentive way, and how and when they choose to clamp down on

2023-06-19 14:46. Page 3 of 1–5.



Un
pu
bli
she
d w

ork
ing

dra
ft.

No
t fo
r d
istr
ibu
tio
n.

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

364

365

366

367

368

369

370

371

372

373

374

375

376

377

378

379

380

381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

Conference acronym ’XX, June 03–05, 2018, Woodstock, NY Grace et al.

407

408

409

410

411

412

413

414

415

416

417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

happy (high Valence) excited (high Arousal) in control (high Dominance)

unhappy (low Valence) calm (low Arousal) not in control (low Dominance)

Figure 4: Example images of “the sea” generated using VQGAN+CLIP with our affect conditioning, maximising (top row) and
minimising (bottom row) the three dimensions we utilise: valence (left), arousal (middle), and dominance (right).

their agency and interact with them as tools. We call this the Model
of Co-creative Agentive Flow, or M-CAF [12]. M-CAF (see Figure
5 frames both co-creative agentive flow and tool-supported flow
as useful states in which a user can interact with a system, but the
system’s role former is collaborative and mixed-initiative while in
the latter it is tool-like and unobtrusive.

These two states are mediated by disruptors of agency, strate-
gies for interacting with agents, and expectations that the user has
coming into the interaction. In this framing, systems are neither
"creativity support tools" or "mixed initative co-creative systems",
but adopt properties of either in a situated way as the creative act
unfolds. We should speak of systems not as "being mixed initia-
tive", but as "having the capacity for mixed initiative interaction".
If we want our systems to be co-creative and collaborative, then
we should design them to afford the state of agentive flow as much
as possible, and offer users strategies to support and maintain that
state.
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Figure 5: Model of Co-Creative Agentive Flow: The model starts with expectations, then cycles between experiencing agentive
flow and tool-use, then concludes with users having adopted mindsets and reflected on their experiences.
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