Analogies-based Design using a Generative AI Application: A Play in Three Acts

Abstract
Framing and Reframing are powerful co-creative strategies. We explore Reframing as a novel human-AI co-creative method using a conversational UI to a Large Language Model, presenting an actual session in the form of a theatrical script. We address themes of human-AI co-creativity, the role of the AI, and questions of AI anthropomorphism.
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Introduction
Rapid growth in algorithms and work-practices in generative AI (GenAI) present new opportunities and challenges. Conversational GenAI paradigms allow people to explore complex ideas with relative ease [7, 11]. Generative algorithms tend to produce partially-deterministic, variable outcomes to similar or identical inputs [2, 31]. This attribute offers new opportunities for human-AI co-creative work [6, 16].

In discussions of creativity strategies [25, 32], Framing and Reframing have been advocated as powerful methods [15, 30]. We interpret these methods as providing a guiding analogy to create an integrated set of UI concepts. We describe recent explorations of using Large Language Models (LLMs) to aid in Framing and Reframing. In the form of a
theatrical script, we present excerpts from an actual dialog with a highly-conversational UI to a LLM based on [23]. We explore themes of human-AI co-creativity (e.g., [20, 18]), relationships of human and AI [12, 13], and AI anthropomorphism [1, 27]. We develop these themes in the Discussion.

Experimental Setting
This paper presents a transcript of a real human-AI session using a highly-conversational UI to the GPT-3.5-turbo LLM based on [23]. The UI has been tuned for relatively brief conversational turns through prompt engineering, storing the series of conversational turns in a dynamic prompt buffer, similar to [24], Thereby, we maintain the human's control over both the strategy of the creative process and the tactical direction of the work (e.g., [21, 26, 27]).

The experimental task was to create a set of UI concepts - i.e., a Framing [15, 30] - for a computer interface, using UI concepts that would be familiar to a non-specialist. In earlier work [20], we explored analogies such as “a database is like a toolbox,” and we used the UI to an LLM to create mappings of database actions to analogous actions with physical tools [20] - similar to older “desktop” metaphors for computer files [28]. In this paper, we explore metaphors for “a human interacting with a computer,” and we build on prior Framing-based work by adding LLM-assisted Reframing.

A Play in Three Acts
Prelude
To prepare the prompt buffer by inserting relevant concepts, there was an initial dialog in which the human asked the UI to review definitions for “analogy,” “metaphor,” and “simile.”

Act I Scene 1: User requests the AI to propose a Framing for the UI design
[the curtain opens]

User: What is a good metaphor for a human using a computer?²
AI: I think a good metaphor for a human using a computer is that of a conductor leading an orchestra. The conductor uses a baton to direct the musicians, just as a human uses a mouse or keyboard to direct the computer. The conductor must have a clear understanding of the music and how it should be played, just as a human must have a clear understanding of the task they are trying to accomplish and how to use the computer to achieve it...

Act I Scene 2: Problems with the Framing
User: If the human is the conductor, and the computer is the orchestra, then what is the analogy for the audience?⁴
AI: I think a possible analogy for the audience in the context of a human using a computer to conduct an orchestra could be the users of the output produced by the computer...

User: I thought the human (the conductor) was the user?
AI: I apologize for the confusion. You are correct that the human is the user in the context of a computer program. The human uses the computer to conduct the orchestra, and the computer is the tool that the human uses to achieve their goal. In this case, the audience could be the people who benefit from the output produced by the computer program, such as the listeners who enjoy the music produced by the orchestra.

Act II Scene 1: User requests the AI to propose a ReFraming for the UI design
User: I think there are too many different humans involved in this analogy. Please choose a different analogy for a human using a computer.⁵
AI: Thank you for the reminder. I will make sure to provide complete answers after thinking.
As for a different analogy for a human using a computer, how about the analogy of a pilot flying a plane? The pilot uses the controls of the plane to navigate and control the flight, just as a human uses the keyboard, mouse, or other input devices to control the computer...

User: Thank you, the pilot-and-plane analogy is better, because it doesn't include unnecessary complexities.

Act II Scene 2: Exploring the new Reframing

User: From the human's perspective, please make a series of one-to-one mappings of the human actions with a computer, and their analogous actions by the pilot.

AI: I apologize for the previous response. Here are some possible mappings of human actions with a computer and their analogous actions by a pilot:

• Typing on a keyboard to input commands into the computer is analogous to using the controls in the cockpit to adjust the plane's course and altitude.

• Using a mouse or touchpad to navigate through menus and select options is analogous to using the plane's instruments to monitor the flight and make adjustments as needed...

User: From the plane's perspective, please make a series of one-to-one mappings of computer actions, and their analogous plane actions.

AI: I apologize for the previous response. Here are some possible mappings of computer actions and their analogous plane actions:

• Saving a file or document on the computer is analogous to recording data or information about the flight in the plane's logbook or flight recorder.

• Troubleshooting errors or issues on the computer is analogous to diagnosing and resolving problems with the plane's systems or equipment...?

Act II Scene 3: Following-up on an under-developed aspect of the Reframing

User: Can you propose one-to-one mappings of the computer-user’s activities that are analogous to the pilot’s activities in taking off from the runway and in landing on the runway?

AI: I will try to provide some mappings of computer-user activities that are analogous to the pilot’s activities in taking off from the runway and in landing on the runway:

• Before taking off, the pilot goes through a pre-flight checklist to ensure that all systems are functioning properly and that the plane is ready for takeoff. Similarly, before starting a task on the computer, the user may go through a checklist of necessary steps or requirements to ensure that the computer is ready for use...

• During landing, the pilot must carefully control the plane's descent and speed to ensure a safe landing. Similarly, when finishing a task on the computer, the user may need to carefully review and check their work to ensure a successful outcome...9

Act III: Envoi

User: Can you think of any other aspects of the pilot or the plane, that could give us design ideas about a human using a computer?
AI: Thank you for the reminder. Here are some additional aspects of the pilot or the plane that could give us design ideas about a human using a computer:

- The plane’s systems and equipment must be regularly maintained and updated to ensure they are functioning properly and up-to-date with the latest technology. Similarly, computers and software must be regularly maintained and updated to ensure they are secure and functioning properly...

- The plane’s flight is monitored and tracked by air traffic control and other systems to ensure safety and efficiency. Similarly, computer use should be monitored and tracked to ensure security and compliance with regulations and policies.

Notes on the concepts in the script
10 Five additional mappings are removed to conserve space.

User: How interesting! Thank you very much!

[the curtain closes]

Discussion
Human-AI Co-Creativity: The UI is Where the Action Is
We believe that the highly-conversational UI to the LLM [23] was a crucial aspect of this work. As with many applications of GenAI, the human was able to exercise strategic agency [8] to choose the Framing for the co-creative activity (e.g., by selecting a metaphor). In addition, the conversational nature of the UI permitted fine-grained exchanges in a mixed-initiative paradigm [5, 9, 22], allowing the human to adjust and correct the tactical moves toward the chosen goal. This structure of interaction helps to maintain human control over AI functionality, consistent with Shneiderman’s call to action [26].

Relationships of Human and AI
The conversational paradigm supports the structuring of interactions in accordance with different roles that an AI (UI+LLM) may plan in human work, play, and spiritual life. Diverse categories of roles have been proposed for AI agents, including tools, assistants, servants, mediators [12]; collaborators, problem solvers, advisors, coaches, reviewers, colleagues [23]; and even pen-pals and nannies [17]. Conversational paradigms may be used experimentally to structure both the vocabulary and the dynamics of different roles, and to investigate which roles may be beneficial to which users under which circumstances.

Paradoxes of AI Anthropomorphism
AI anthropomorphism (e.g., the use of first-person pronouns by an AI agent) has been criticized as potentially deceitful and manipulative [1, 27]. Others have argued for more nuanced approaches [4, 29], in view of the thousands of years during which humans have treated objects and entities as if they were conscious beings [19, 27]. The risk may emerge in specifically interactive applications [14], if the AI does not present itself explicitly as a computational entity. In the script of this paper, the AI is named as "AI" and the UI uses the first-person pronoun as a conversational hedge [3, 10] ("I think...", “I apologize...”, “I will try...”) to weaken the authority of its computerized influence. In these dialogs, the first person pronoun is used as a form of honesty about AI uncertainty, rather than as deceitful manipulation of the User.

Conclusion
In this paper, we have used the variability of GenAI outcomes to explore Framing and Reframing of co-creative design exercises between human and AI. In future work, we hope to experiment with additional co-creativity strategies [25, 32].
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