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ABSTRACT
The increased popularity of generative AI calls for methods for
designers to evaluate their phenomenological qualities. Accuracy
or efficiency are not sufficient concepts as the aesthetic qualities
of generative models have significant impact on how they work
when employed in the real world. I have propose an approach to
designing for the reflexive use of generative AI. The intention is
to be able to design interfaces that afford the ability to interrogate
AI-based models and systems on particular experiential qualities.
This is among others, relevant for designers to assess qualities of
models ahead of their implementation in a system in the wild.

CCS CONCEPTS
• Computing methodologies → Artificial intelligence; • Human-
centered computing → Interaction design process and meth-
ods; HCI theory, concepts and models.
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1 INTRODUCTION
Artificial Intelligence (AI) and machine learning (ML) models de-
velop certain internal patterns as part of their training, enabling
them to perform different actions probabilistically. The results are
often impressive, but the patterns that enable these actions are diffi-
cult to assess. Often the data underlying a specific model is vast and
the curation process is opaque which results in models making it
even more difficult to understand not just the model, but also what
the model is built on. This means a model may develop qualities
that we are unable to predict ahead of time. Benjamin et al. describe
pattern leakage [1] as a situation where the patterns embedded
in the model leak from the inside out effectively influencing the
world they are supposed to evaluate. While this can be seen as a
problematic property of ML systems, it simultaneously means that
we can use it to gain an understanding of the patterns embedded
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in a model by investigating this pattern leakage. To do so, we must
develop a practice for affording curious and critical interrogations
through interfaces for these models and systems.

If we want to understand a certain model we may approach it
with mathematical analysis in order to statistically reverse-engineer
certain trends. Through systematic prompting and analysis, we
might be able to map out how often certain concepts manifest
in the output of the model. Such an approach takes a view-from-
nowhere letting us understand distributions but is oblivious to
the implications of how these trends mediate situated use of the
model. When our interest is in concepts that we can verbalize and
count, like the distribution of cats and dogs in an image dataset, it is
relatively easy. However, there are other qualities that models may
exhibit that are difficult to put into words and understand without a
situated perspective. Without developing strategies for evaluating
these qualities we might only realize the fallout when the model
has been in use for some time.

2 THE QUALITIES OF GENERATIVE MODELS
The output of generative models can produce aesthetically rich
images, sounds, or texts, going far beyond measurable concepts.
It could be the attitude inherent in a speech synthesis model, the
compositions in a generative drawing model, the color palette in
a photography model, or the writing style in a text-generation
model. These qualities are experienced from a situated perspective,
in a specific context, and may dramatically impact how the model
works. This means that we must also support the evaluation of such
qualities from a situated perspective as part of our design research
practice.

A similar approach has already been employed by artists working
with machine learning and AI. Through the creation of an artwork,
an artist may establish a specific context in which certain qualities
of the systems under scrutiny become apparent. ImageNet Roulette
by Crawford & Paglen highlighted the problematic "person" cate-
gories that were part of the ImageNet dataset by letting everyone
upload images, and use their system to apply classifications from
the ImageNet dataset to images of themselves or others. The sys-
tem’s application of racial slurs to the uploaded images made the
problematic aspects of the "person" category very apparent [2]. In
POSTcard Landscapes from Lanzarote [3] Varvara & Mar generated
images from a dataset they curated of "touristic" and "local" land-
scape images of Lanzarote. Through two videos transversing the
latent space of the two datasets, they exhibit visual patterns emerg-
ing from the data. The two-part artwork exhibits the visual trends
of the two datasets in video form for the audience to consider and
compare. The creative writing support service called LAIKA [6]
aims to support writers by generating text in the voice of famous
authors, or from a model trained on their own texts. The purpose is
not to use the system to generate finished text. Rather the system
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is supposed to stimulate a creative writing practice, by prompting
inspiration and reflection through the exposure to the patterns
embedded in the text generation models. These three examples
illustrate how it is possible to interrogate models to expose their
embedded qualities. ImageNet Roulette and LAIKA even offers in-
teractive interfaces for users to engage reflexively with the models,
making it easy to adjust and input new prompts for the model to
react to.

3 REFLEXIVE USE OF GENERATIVE AI
The term reflexive use is intended to illustrate how the use of the
model support understanding the constitution of the model itself,
rather than toward some other purpose. The use of the tool points
back to itself. While related the term is not to be confused with
reflective design [8] which has a much broader scope. The current
proposal aligns well with many of the principles of reflective de-
sign. However, this approach has a much more narrow orientation
towards supporting designers’ and users’ reflection-in-action as
they engage with generative AI systems. The reflexive use becomes
relevant in at least three different situations:

(1) When setting a model up for critical scrutiny as part of an
artistic endeavor.

(2) When supporting users in learning and reflecting on the
patterns in a generative model.

(3) When designers investigate the qualities of a model prior to
implementing it towards a specific use case.

The first situation is illustrated by the ImageNet Roulette example.
Even though the system in this example is not generative but clas-
sifying, it allows users to query the model critically within certain
constraints. The second case is illustrated by the LAIKA example,
but in the following section, I will present another example of this
approach. Finally, I will discuss how this can provide insights for
the development of design practice, addressing the third situation.

4 EXPLORING A DIGITAL ART COLLECTION
THROUGH DRAWING INTERACTIONS

With the project New Snow [9], we have developed an interface
drawing interface for a model trained on a dataset consisting of
sketches and drawings by the Norwegian painter Edvard Munch.
While we are using a deep generative model to synthesize sketches
the purpose is not the generation of new sketches. The drawing
interfaces does continuously generate ephemeral sketches, that only
exist for less than a second, before they are replaced by a similar
or very different sketch, depending on the user’s drawing actions
[Figure 1]. The user draws with a black pigment marker on tracing
paper and the synthetic sketches are projected back onto the paper
alongside the user’s own lines. If the user draws or moves the paper
the sketches update accordingly. If the user removes the paper, the
sketches disappear. This interface lets users explore EdvardMunch’s
lines in relation to their own simultaneous sketching. Preliminary
results indicate that this kind of engagement educate the attention[4]
of the user to particular qualities and patterns that themodel exhibit.
These are in turn derived from Edvard Munch’s original sketches.
In this example, the intent is a form of art education, that gives the
users access to the embedded visual patterns in the model and by
proxy the original sketches.

Figure 1: Synthetic Edvard Munch sketches are generated
quickly in response to the user’s drawing actions. The gener-
ated sketches are projected back onto the paper.

5 HEURISTICS FOR REFLEXIVE INTERFACES
From building and evaluating the New Snow concepts, we identified
several aspects of the design that were important for mediating the
users’ ability to investigate the deep generative model in question.
In this section, I will present three of these takeaways as preliminary
heuristics for interfaces supporting the reflexive use of generative
AI.

5.1 Modality reflects inquiry
The most important consideration is the prompting modality. For
New Snow, we used hand-made drawings for the generation of
synthetic drawings. This particular drawing interface has partic-
ular affordances mediating how the users can interact with the
system. Drawing with a pen on paper affords experimentation with
the dynamics of the lines, making them short or long, many or
few, overlapping or separated, curvy or straight. This enables an
immense amount of variations of compositions, icons, and figures,
only limited by the users’ drawing capabilities. The paper can fur-
thermore be moved around to investigate how the same drawing
prompts the system differently when the placement or orientation
changes.

However, the choice of marker and paper also constrain the
drawing in some ways. The choice of a pigment marker makes
it difficult to adjust line thickness and always produces a very
dark black line. This choice was made to ensure the consistency
of tracking, but it narrows the drawing styles that are feasible to
experiment with. It also makes it impossible to remove erase lines
but requires the user to start over again on a new piece of paper. The
way the pixel2style2pixel [7] encoder used to enable this particular
way of prompting is trained, also greatly affects how the prompting
input maps to the output produced by the model and must be taken
into account. The example images chosen for training the encoder
modulates the relation between input and output, among other
aspects, how much the generative model adds to the lines input by
the user.

5.2 Incremental prompt adjustment
The New Snow interface offers incremental adjustment of the prompt
as the drawing can be gradually updated and the generated image
will respond to every little addition. The user can furthermore
move the paper around slowly, to follow how the model reacts to
slight changes in placement and orientation. This property of the
interface reflects the properties of the underlying StyleGAN model
[5] with its smooth latent space that can be traversed in this way.
This allows for smooth and fine-grained interactions.
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However, the New Snow is not ideal in this regard. It would need
to afford erasing and adjusting lines to give users more freedom for
adjusting their prompts. Generative AI most often produce output
in continua along many dimensions. In order to investigate it, the
input should afford a similar range of movement.

5.3 Frequent updating
The speed at which a system is able to generate output naturally
limits the speed at which a user can prompt the model. Different
architectures and ways of prompting have vastly different response
times that also depend on the available computing resources. For
New Snow, wewere able to create a system that updated in response
to the user’s actions within a second. We found that faster response
times were generally better in supporting a fluent and pleasurable
interaction with the system.

6 CONCLUSION
The increased popularity of generative AI calls for methods for
designers to evaluate their phenomenological qualities. Accuracy
or efficiency are not sufficient concepts as the aesthetic qualities
of generative models have significant impact on how they work
when employed in the real world. I have proposed an approach to
designing for the reflexive use of generative AI. The intention is
to be able to design interfaces that afford the ability to interrogate
AI-based models and systems on particular experiential qualities.
This is among others, relevant for designers to assess qualities of
models ahead of their implementation in a system in the wild. I
have presented three preliminary heuristics for such interfaces, in
order to open a discussion on the concrete ways we can support de-
signers in evaluating, interrogating, scrutinizing, and experiencing
generative AI systems to understand them better.
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